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Abstract. A central problem in the analysis of observational data is
inferring causal relationships - what are the underlying causes of the
observed behaviors? With the recent proliferation of Big Data from online
social networks, it has become important to determine to what extent
social influence causes certain messages to ‘go viral’, and to what extent
other causes also play a role. In this paper, we present a causal frame-
work showing that social influence is confounded with personal similar-
ity, traits of the focal item, and external circumstances. Combined with
a set of qualitative considerations on the combination of these sources of
causation, we show how this framework can enable investigators to sys-
tematically evaluate, strengthen and qualify causal claims about social
influence, and we demonstrate its usefulness and versatility by applying
it to a variety of common online social datasets.
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1 Introduction: Social Influence and Confounded Causes
Behind Observed Actions

Social influence has long been an important research topic in the social sci-
ences. With the emergence of online social network platforms like Facebook and
Twitter over the last decade, Big Data from social interactions has been pro-
duced at an unprecedented volume and detail, offering scientists new kinds of
‘found’ observational data through which to examine social processes. This has
led to social influence becoming an increasingly prominent topic of study in the
field of computer science, as well as to the birth of the interdisciplinary field of
computational social science [33] for which methods need to be developed for
systematically combining the social and the computational sciences [18,34,48].

Understanding social influence is pivotal since it has been claimed that social
influence drives the spread of behaviors and attitudes as diverse as smoking, obe-
sity, happiness, and political participation along social ties, in a process anal-
ogous to the contagious spread of viruses [2,5,17,29,31,36], to the extent that
ensuring a select few trend-setting individuals (the so-called ‘influentials’) adopt
a behavior would suffice to lead a large population to follow their example and
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also adopt this behavior. If social influence does operate in this manner, then
harnessing its power would bring immense benefits to marketing, public policy,
and public health interventions.

This type of contagion-based paradigm for social influence has been exten-
sively applied to theoretical and observational studies of online social networks
like Twitter and Flickr [3,6,8,25,26]. Here, if user j’s social connection i men-
tions the same entity as them (e.g. a URL or a hashtag), within a narrow time
window, or if i re-shares or up-votes j’s post, or chooses to follow j, or mentions
j’s username [14,24], then i’s action is assumed to be due to social influence
from j. One may say that such measures of online activity represent the levels
of attention or interest that a given piece of content has generated [1,49]. How-
ever, beyond indicating some degree of attention, it is far from straightforward
to infer the meaning or the causes behind such measures of observed actions,
and indeed [3,6] recognize that this approach yields an overestimate of social
influence. Moreover, it has been acknowledged that the ideal way to make causal
claims in empirical settings is to use controlled experiments, but this can often
be difficult or infeasible in practice [3,43,45,47].

The difficulty in estimating the extent of social influence from non experi-
mental, observational data is that social influence is only one of many possible
causes behind a pair of observed actions. Rather than social influence, there
may be other unobserved common causes (called confounders [38]) behind two
observed actions. These other, often unobserved, causes are commonly grouped
into the classes of: similarity of personal traits, intrinsic properties of the focal
item, and external circumstances [3,10,15,43,44]. The focal item might be a
message, behavior, action, or some other item involved in the observable actions
(outcomes) that the investigators want to study. Observationally determining
that a cause of a given action is social influence rather than any one of the other
causes, or a mix of many of these causes, is known to be a very difficult problem
[3,4,6,43–45].

Therefore, we focus on the questions of why does a person (or a group of people)
take a given observed action -what are the underlying causes and the mechanism
that determine whether this person (or group) takes this action? If one were to
intervene upon a causal factor, e.g. recruiting an ‘influential’ to endorse a prod-
uct or healthy behavior on social media [6], what might be the reaction of people
exposed to this? These are questions typical of causal inference [47].1

In this paper, we propose a causal framework for social influence, expand-
ing on [43], and use it to show that social influence is confounded with causes
related to personal similarity, traits of the focal item, and external circumstances.
We then describe how this framework enables an investigator to systemati-
cally evaluate, improve and qualify causal claims on social influence versus each
of the other types of possible causes, focusing on observational (‘found’) data
from online social settings. This framework merges computational methods with
causal assumptions rooted in social science findings, offering a promising way

1 As opposed to inference based on statistical prediction methods [9,20–23,28,47],
which have been used elsewhere in the literature (e.g. [11,16,40]).
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to address the need for interdisciplinary common methodological ground in the
nascent field of computational social science [18,33,34,48]. We limit our focus
here to building this theoretical framework, and to performing an initial evalu-
ation using previous studies of online datasets. A full empirical application to,
and validation of the framework on, an online dataset that can adequately cap-
ture the confounding causes (typically left at least partly unobserved in online
social datasets) is in our future work plans.

The rest of this paper is structured as follows: We first present the necessary
background on social influence and the other three classes of possible causes.
We then describe our methodology, which is based on graphical causal mod-
els, and in the following section apply it to the context of social influence, and
show how graphical causal models both make the causal confounding visible and
indicate how it can be removed to yield an unbiased estimate of social influ-
ence. Following this, we discuss some important qualitative and meaning-related
aspects of social influence. We then demonstrate and evaluate how applying our
causal framework to well known online social interaction settings enables one to
assess the adequacy of the datasets and methods used, and to strengthen one’s
causal claims. We finally discuss possible directions for future work and present
concluding remarks.

2 Social Influence and Other Classes of Causes

This section lays out the necessary background on social influence and the other
possible causes behind observed actions, namely similarity of personal traits,
intrinsic traits of the focal item and external circumstances. In all cases, we note
that each factor may cause two people to exhibit the same observed behavior
regardless of whether there is a social tie between them or not [10,30].

Social Influence. Social influence can be defined as the phenomenon where a per-
son’s behavior (action, opinion, or belief) is caused by another person’s observed
behavior: a person i may perform an action that person j performed earlier
because j’s performing of the action was so inspirational, persuasive, or impres-
sive (e.g. j making a persuasive argument based on domain expertise) that i was
convinced or became inclined to also perform it [30,43]. We only consider cases
where i has free choice, i.e. j cannot force i to perform the given action. For
instance, [35] defines influence as a form of causation, occurring in a possibly
covert, unclear, or unintentional way, that does not involve force or coercion.
Similarly in [39], a seminal work from the communications literature, the term
social influence is used in the sense of a person causing another person to change
their behavior, through the use of appropriate incentives.

Similarity of Personal Traits. Two people i and j may independently adopt the
same behavior because they share one or more personal traits, such as interests,
values, beliefs, opinions, needs, desires, personality profile, or demographic char-
acteristics, like age, race, gender, social class [5,7,46]. For instance, two people
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may each independently post about political news on Twitter, because they each
have an active interest in politics.

Intrinsic Properties of the Focal Item. In the social psychology, management,
and marketing literature [10,32], it has been established that certain features can
be ‘engineered into’ a focal item(e.g. a message, a product) that entice people
to reshare it with others, making it ‘go viral’ and potentially increasing sales or
adoption rates. An important type among them is features that invoke emotional
arousal, specifically activating emotions such as excitement or anger, as these
have been found to increase the chances that the viewer will then reshare, discuss
or even adopt this message, behaviour or product. Hence, investigators should
account for such relevant features, as well as other more general features (e.g.
the price of a product; the effort or risk associated with a behavior [13]) that
play a causal role in a person’s reaction to a focal item.

External Circumstances. External circumstances may be the common cause why
two people may independently take the same action, e.g. users i and j may
post the same video or URL on social media because it relates to an important
current news item, or a popular trend, that they both are aware of. External
circumstances encompass factors from the external environment (e.g. a news
item, a trend or a currently popular belief or attitude, a new law, a natural
disaster), outside the personal traits of person i and j, and outside the traits of
the focal item.

3 Methodology: Graphical Causal Models

It is an often-repeated cautionary phrase in statistics that ‘correlation does not
imply causation.’ The field of causality theory, which saw rapid developments
in the last thirty years, allows one to go beyond correlations and reason about
causation in a rigorous, formal way, using tools like graphical causal models,
which in turn are based on directed graphs and probability theory [38]. In this
paper we will be using graphical causal models to reason about social influence
versus the other possible causes of observed actions, expanding upon the work
presented in [43]. We present the relevant theory here, based on [37,38,42].

A graphical causal model can be represented as a directed acyclic graph G,
comprised of a set of nodes, N , and a set of directed edges, or arrows, E - that is,
G = {N,E}. Nodes represent variables, and edges denote causal relationships.
A directed edge from a node A to a node B denotes the direct causal effect of A
on B, where A is a cause of B; A is called a parent or ancestor of B, and B a
child or descendant of A. If a node has no arrow pointing to it, i.e. no parents,
it is called exogenous, otherwise it is called endogenous. A path is a sequence of
consecutive edges that do not all necessarily point in the same direction. Which
nodes are connected to which depends on the modeller’s causal assumptions,
which should be well-justified and grounded in domain expertise [38]. The rules
for manipulating graphical causal models then show what causal inferences can
be made from these causal assumptions.
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Graphical causal models are particularly useful for identifying latent (unob-
served) variables that introduce confounding bias to the estimate of the causal
effect of a variable X on another variable Y , and for then adjusting for those
variables to obtain the unbiased causal effect of X on Y .

We illustrate this using the simple example causal model in Fig. 1, whose
structure appears in our model of the causal effect of social influence and other
factors on observed outcomes, as we shall see. Figure 1 represents a situation
where the observed variable X is a cause of the observed variable Y , but variable
U is a latent (unobserved) cause of both X and of Y . As causal graphs are
governed by the Causal Markov Condition, whereby endogenous variables only
depend on their parents [38], the joint probability distribution representing Fig. 1
is: P (y, x, u) = P (u)P (x|u)P (y|x, u), where P (w) is short for P (W = w), since
Y ’s parents are U and X, U is the parent of X, and U has no parents.

U

X Y

Fig. 1. Example graphical causal model

We want to estimate the causal effect of X on Y , which we write as
P (Y = y|do(X = x)) in Pearl’s do-notation, denoting the distribution of Y
which would be generated, counterfactually, if X were set to the particular value
x through experimental manipulation or intervention. In the causal graph this
would mean deleting all arrows into X, setting X’s value to x, and leaving the
rest unchanged. This post-intervention distribution of Y is not in general the
same as the ordinary conditional distribution P (Y = y|X = x), as the latter
represents taking the original, pre-intervention, population and selecting from
it only the sub-population where X = x. The mechanisms that set X to that
value may have also influenced Y through other channels, so the latter distri-
bution would not typically really tell us what would happen if we externally
manipulated X.

Figure 1 illustrates this point. If we consider the dependence of Y on X, in the
form of the conditional P (Y = y|X = x), we see there are two channels of infor-
mation flow from cause to effect: one is the direct, causal path from X to Y , rep-
resented by P (Y = y|do(X = x)). However, there is also another, indirect path,
between X and Y through their unobserved common cause U , where observing
X gives information about its parent U , and U gives information about its child
Y . If we just observe X and Y , we cannot distinguish the causal effect from the
indirect inference -the causal effect is confounded with the indirect dependence
between X and Y created by their common cause U . More generally, the effect
of X on Y is confounded whenever P (Y = y|do(X = x)) �= P (Y = y|X = x). If
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there is a way to write P (Y = y|do(X = x)) in terms of distributions of observ-
ables, then we say that the confounding can be removed by an identification, or
deconfoundng, strategy, which renders the causal effect identifiable.

Formally, to test whether there is confounding, we must first test whether
some variables “block” (stop the flow of information or dependency along) all
paths from X to Y , using the so-called d-separation criterion (as per [38]): A
set of nodes Z block or d-separate a path p if and only if (i) p contains a chain
i → m → j or a fork i ← m → j such that the middle node m is in Z, or (ii)
p contains a collider i → m ← j such that neither the middle node m, nor any
of its descendants, are in Z. Then, a set Z d-separates X from Y if and only
if Z blocks every path from X to Y . Further, a set of variables Z satisfies the
back-door criterion (as per [38]) relative to X and Y if: (i) no node in Z is a
descendant of X, and (ii) Z blocks every path between X and Y that contains an
arrow into X. Then the set Z is called a sufficient, admissible or deconfounding
set. Finding this deconfounding set permits the confounding bias to be removed,
thus rendering the causal effect X on Y identifiable from non-experimental data,
using the back-door adjustment formula [37,38]:

P (Y = y|do(X = x)) =
∑

z
P (Y = y|X = x,Z = z)P (Z = z) (1)

Since the right-hand side of Eq. 1 contains only probabilities which are
estimable (e.g. by regression) from our observational, non-experimental data,
the causal effect of X on Y can be estimated from such data without bias.

In the example of Fig. 1, we see that variable U satisfies the back-door cri-
terion, and hence, to obtain the direct causal effect of X on Y , one should
simultaneously measure X, Y and U for every member of the randomly-selected
sample under study, and then obtain the causal effect by using the back-door
adjustment formula (Eq. 1) for Z = {U}.

In summary, to remove confounding and obtain the unbiased causal effect of
X on Y , our deconfounding strategy is: (1) select a large random sample from
the population of interest, (2) for every individual in the sample, measure X,
Y , and all variables in Z, and (3) adjust for Z by partitioning the sample into
groups that are homogeneous relative to Z, assess the effect of X on Y in each
homogeneous group, and then average the results, as per Eq. 1.

4 Application to Social Influence: Confounding with
Other Possible Causes

In this section, we use graphical causal models to reason about possible con-
founding of social influence with other causes, when working with observational
data. We begin with the framework presented in [43], which we then simplify
slightly without affecting its results with respect to confounding. We then adjust
this framework such that it can model confounding even in the absence of a social
tie. We next construct similar causal frameworks which show how social influ-
ence is confounded with personal traits, with intrinsic traits of the focal item,
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and with external circumstances. Finally, we put these separate models together
into a single graphical causal model which shows the causal relations between
causes and outcomes, and makes visible which variables should be measured and
adjusted for to remove confounding.

4.1 Social Influence Is Confounded with Homophily

We begin by presenting the graphical causal model used in [43], which demon-
strated that the phenomena of homophily (the tendency of people to form social
ties with people similar to them) and of behaviour adoption due to social influ-
ence from friends are confounded in observational social network data. We follow
their notation for continuity: Symbols Xk and Zk denote sets of random vari-
ables representing, respectively, the unobserved and observed personal traits of
person k. Each of those may be discrete or continuous, and is assumed to remain
constant during the time period studied. Ak,l is an observed variable, for sim-
plicity in this case assumed to by binary, with value 1 if person k considers
person l to be a ‘friend’, and with value 0 otherwise. Yk,t is an observed response
variable, denoting whether person k performs action Y at a time t, and may
be discrete or continuous. For simplicity, we assume time progresses in discrete
steps (although this is not essential, as stated in [43]). It is also assumed that
there is latent homophily in this system, hence whether two people are friends,
i.e. whether Ai,j = 1, depends causally on their latent personality traits Xi and
Xj . The model is shown in Fig. 2a.

We are interested in estimating social influence, i.e. the direct causal effect of
person j’s performing of action Y , Yj,t−1, on person i’s subsequent performing of
the same action, Yi,t, represented by the arrow Yj,t−1 → Yi,t: person i performs
action Y because person j’s example inspired them to do the same.2 Homophily
introduces a backdoor path between Yi,t and Yi,t−1 through the latent Xi and
Xj : Yi,t ← Xi → Ai,j ← Xj → Yj,t−1, i.e. the latent Xi and Xj are in the
deconfounding set, thus social influence (the direct causal effect of Yj,t−1 on Yi,t)
is confounded with homophily. So Xi and Xj should be measured and adjusted
for, to retrieve the pure causal effect of Yj,t−1 on Yi,t.

Before we move on to apply this type of modeling to show how influence is
confounded with other causes, we first simplify the model for ease of examination
of paths and of manipulation. As [43] say, the assumption that Yi,t−1 has a
direct causal effect on Yi,t can be dropped without affecting the results of the
investigation. Therefore, we remove Yi,t−1, and, similarly for j, we remove Yj,t.
Since we are interested in examining the causes behind why i did Y at time t,
Yj,t is not relevant.3 In addition, since the observed personal traits Zi and Zj do

2 In [43], it is assumed that one can be directly socially influenced only by those people
she considers her ‘friends’ (Ai,j = 1), and not by anyone else.

3 We note that Yi,t−1 might represent a plausible and relevant kind of cause, e.g. that
i does Y at time t because i did Y at t− 1 and was happy with the results, or out of
habit from having done it previously at time t−1. However, this previous happiness
or habit may best be included in Xi as a variable representing an interest in Y .
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not play a role in either introducing or removing confounding in this model or
in our next models, we also remove those, and assume that all personality traits
are unobserved, hence represented by Xi and Xj - indeed, usually there is no, or
insufficient, data on users’ personal traits in observational online social network
studies. This simplification yields the model in Fig. 2b.

Zi

Yi,t−1

Xi

Ai,j

Xj

Yj,t−1

Zj

Yi,t Yj,t

(a) Causal model from [43]

Xi

Ai,j

Xj

Yj,t−1

Yi,t

(b) Simplified version

Fig. 2. Graphical causal model from [43] (a), and simplified version (b)

4.2 Social Influence Is Confounded with Similarity in Personality
Traits, Focal Item Traits, and External Circumstances

In this section, we present the graphical causal models that show how social
influence is confounded with each of the following types of causes: similarity in
personality traits, focal item traits, and external circumstances. We note that
all confounding cases are due to structurally equivalent back-door paths of the
form presented in Fig. 1 - each could essentially be regarded as a common cause:
person-internal (personal traits), item-internal, or external.

Confounding with Similarity in Personality Traits. To show how a shared per-
sonality trait may be a cause behind i and j independently performing the same
action Y , we now replace the previous latent personal trait variables Xi and
Xj with W , representing the latent shared traits between i and j (i.e. W is the
intersection of sets Xi and Xj), and Wi, i’s remaining latent traits that j does
not share, and respectively Wj for j’s latent traits that i does not share. This
produces the model of Fig. 3a, which shows that Z = {W} is the deconfounding
set on which to perform back-door adjustment.

Confounding with Traits of Focal Item. Similarly to Fig. 3a, b shows that variable
F , representing the focal item traits, lies on a backdoor path Yi,t ← F → Yj,t−1.
Hence, the deconfounding set to be back-door adjusted is Z = {F}.
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Confounding with External Circumstances. Similarly to Fig. 3b, in Fig. 3c vari-
able U represents the external common cause (e.g. a shocking news item), and
the back-door path Yi,t ← U → Yj,t−1 introduces confounding. Hence Z = {U}
is the deconfounding set that should be back-door adjusted.

Wi W Wj

Yi,t

Yj,t−1

(a) Common personality
traits

F

Yi,t

Yj,t−1

(b) Focal item traits

U

Yi,t

Yj,t−1

(c) External common cause

Fig. 3. Graphical causal models for social influence versus similarity in personality
traits (a), focal item traits (b), and external circumstances (c)

4.3 Putting It All Together: Social Influence, Personal Similarity,
Focal Item Traits, External Circumstances

We now put together all the above graphical causal models, to show the full
picture of all causes that affect person i’s decision to perform action Y at time
t, and how these, if left unobserved and unadjusted for, introduce confounding
bias into our estimate of social influence from person j’s action Y at time t− 1.

Keeping the same notation, we present two models, one without a social
tie variable Ai,j in Fig. 4a, and one with that tie in Fig. 4b. Given our split of
personal traits into those that both people have in common (W ) and those they
do not (Wi, Wj), we assume that the decision to consider someone a ‘friend’
depends on having enough things in common (W ), and also on not having too
many differences in personality (e.g. to the extent that one cannot tolerate or
is offended by the other’s value system) - hence, besides W , we assume that Wi

and Wj also causally affect whether a social tie will be fostered.
Therefore, the minimal deconfounding set for Fig. 4a is Z = {F,U,W}, and

for Fig. 4b it is Z ′ = {F,U,W,Wj}4. Therefore, in order to retrieve the pure
direct causal effect of Yj,t−1 on Yi,t, an investigator must implement our decon-
founding strategy - crucially, all variables in the appropriate minimal decon-
founding set must be measured for every individual in the random sample, and
adjusted for as per Eq. 1.

We see that this full model presents a complex picture, with many factors
playing a role in i’s decision to take action Y . Indeed, as we shall discuss in
the following two sections, it is known in the social sciences that social influence
alone is seldom enough to ensure Yi,t - rather, a specific combination of social
influence and all the other causal factors is needed.
4 Wi could be in Z′ but it is redundant, due to the assumed asymmetry of Aij ; if there

was an edge Aij → Yj,t−1 then Wi would have to be in the minimal confounding set.
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U

Wi W Wj

Yi,t

Yj,t−1

F

(a) Full model without social tie

U

Wi W Wj

Ai,j

Yi,t

Yj,t−1

F

(b) Full model with social tie

external

focal item

personal

(c)

Fig. 4. Full graphical causal models for social influence versus other causes, without
social ties (a), and with social ties (b), with the legend (c) on the right showing the
context of each latent causal variable

5 The Impact of Causal Factor Characteristics on the
Nature of Observed Outcomes

In this section, we aim to shed some further light on the question of what kinds of
causal circumstances are needed for a person or group to take a given action. In
the empirical and the theoretical literature [10,29,30,46,50] it has been widely
acknowledged that no person is a clean slate, and no situation is ‘neutral’, there-
fore social influence does not operate in a vacuum, and on its own is rarely
sufficient to ensure one or more individuals i take a specific action or commit to
a new behavior (Yi,t) (e.g. making some online content ‘go viral’, or a product sell
out): a single well-connected person j alone is not enough to reliably influence
others i to act a certain way; rather, a combination of compatible personal traits
(W and Wj), a focal item with appropriate features F , and beneficial external
conditions U are also needed.

Therefore, we next examine some important qualitative aspects of how dif-
ferent combinations of causal factors may lead to different qualities in the final
observed outcomes. These qualitative aspects affect the extent and nature of
claims one can make about social influence, and hence should be measured,
e.g. by recording more details of the decision-making process than is common in
observational social network datasets, or (e.g. to avoid making the process intru-
sive for participants) through interviews, or through a combination of methods.

Magnitude, Direction, and Duration. Instead of modeling the outcome Yi,t as
binary, it could instead have a magnitude, duration, and direction. The magni-
tude would represent the intensity of i’s engagement with Y from time t onwards,
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whether this engagement is only superficial (small magnitude) or serious and
incorporated into their value system (large magnitude), while duration would
capture how short-lived or long-lasting this is [12,30]. The direction would cap-
ture whether i does the same as j with respect to Y (positive direction), or the
opposite (negative), e.g. because j’s way of engagement with Y was against i’s
values, or whether i does not take substantive action in relation to Y , e.g. out of
loss of interest [2]. For instance, Facebook’s addition of specific reaction buttons
for love, anger, etc. to the Like button (which was previously used to express
any type of reaction) [27], is one approach to capturing direction.

Normative versus Informational Social Influence. A person may change their
behavior or take an action not because they find the traits of that behavior or
action (F ) inherently worthwhile, but rather because they want to please or feel
accepted by someone they know (j, Ai,j) or by a wider social group (U). In
[19], the former type is termed informational influence, and the latter normative
influence, as discussed in [30]. Which type of social influence occurs in a given
case depends on all the causal variables.

Generalizability of Observed Outcomes. Often, investigators use observational
social media data capturing the levels of online interest in a product of behavior
as proxies for estimating a different outcome like product sales or adoption of
that behavior. However, it has been shown that the levels of interest on social
media may not translate to actual purchases or behavior change [12] (e.g. the case
of the popular Evian advert that did not increase sales, in [10]). That is because
the causal factors in the two cases are very different: in the latter case, factors
that do not apply in online discussions, like for instance the price, qualities, effort
and/or risk associated with this product or behavior, F , and society’s views of
adopting it, U , come into play. Therefore, when using data from online social
networks as proxies, the underlying causal factors should be adequately similar.

Changing Deep Rooted Behaviors: Identity, Effort and Risk. It has been claimed
that social influence drives behaviors as diverse as sharing a message with friends,
purchasing decisions, smoking habits, and happiness levels [10,17]. However,
some behaviors (e.g. quitting or restarting smoking, or becoming happier) are
much more deeply rooted in a person’s identity, psychology or worldview (Xi

plays a stronger role), are more difficult to change (F ), and carry more risk in
terms of social acceptance (U) [10,13], than other actions (e.g. re-sharing some
information on social media, or choosing which brand of bottled water to buy).

6 Evaluation

In this section, we demonstrate how our causal framework and qualitative con-
siderations might help investigators position their findings within the full causal
picture for social influence, assess the extent and types of causal claims on influ-
ence their data allows them to make, and determine what causal variables should
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next be measured and adjusted for in order to make more robust causal claims.
We examine examples of studies that actively try to capture causal effects of
influence by reducing the effects of confounders, using quantitative and/or qual-
itative methodologies, in research settings involving one or more of the disci-
plines of sociology, social psychology, marketing, and computer science. We use
our framework to examine how these studies lay out potential avenues, as well as
expose caveats, for future attempts at measuring and adjusting for confounders
and at capturing the qualitative aspects of social influence processes.

In [5], a controlled experiment on Facebook is performed, with the focal item
being a Facebook app about films. It is randomized which friends i of j see
messages Yj,t−1 declaring j’s use of this app, aiming to measure social influence
versus susceptibility (i’s tendencies to adapt to Yj,t−1 by also downloading the
focal item). It is assumed that randomly choosing the subjects i who will be
exposed to Yj,t−1 will suffice to control for homophily (similarity W among
friends i and j linked through Ai,j) and for exposure to common external causes
(U). Hence, it is assumed that whenever an exposed person i also downloads
the app (Yi,t) the only cause must be social influence (Yj,t−1 → Yi,t). However,
we note that since the alternative causes have not been measured, they may
continue to introduce confounding, despite the random selection - for instance,
it might have been that all people who also downloaded the app did so because
they themselves had an interest (W ) in films, and all the people who did not
download it did so because they had no interest in films. Therefore, the cause
might rather have been a common personal trait W - we cannot know whether
the cause was social influence or another cause, until we have measured and
adjusted for the confounders for every person i in the sample.

Taking steps to observationally measure personality traits for each partici-
pant, [4] use an observational dataset containing many personal traits (Xi,Xj)
for each pair of users, in an attempt to disentangle homophily from social influ-
ence. Still, as explained in [43], due to the methods used, there may still remain
some latent personal similarity (W ) which affects behavior adoption (Yi,t). More-
over, we note that the confounders relating to the focal item traits (F ), and to
external common cause (U) remain latent. Still, this study shows a way to obser-
vationally measure Xi and Xj to some extent.

In an online randomized experiment, [41] manage to measure some con-
founders and obtain a relatively close estimate of the causal effect of aggregate
social influence on users’ choices of whether to download a song (focal item).
It is randomized which users i are exposed to aggregate social influence (total
number of downloads a song has received,

∑
j Yj,t−1, where the identities of users

j are not displayed). To reduce the effect of external common cause U , special
care is taken (including conducting surveys) to ensure the displayed songs and
artists are virtually unknown. The songs are kept the same (F constant) while
some participant groups see the number of downloads for each song and other
groups do not. However, as W has not been measured, and neither has F (e.g.
song genre), a small possibility remains that the same song might have been
dowloaded more in a social influence group than in a neutral one not because of
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social influence (from the displayed download count), but rather because that
group contained more participants who were fans (W ) of that song’s genre (F ).
Therefore, some confounding due to latent W and F might remain, so these
should be measured and adjusted for. Still, this study offers a good example of
a significant and detailed effort to reduce U while experimentally controlling F .

In [45], observational data is used to study the causal effect of Amazon rec-
ommendations of the form ‘Customers who bought this [product A] also bought
[that product B]’ on the views of product B (the focal item). Again, i cannot
see the identities of customers j who bought both products. The investigators
attempt to control for F to an extent, by studying many different product cat-
egories, and try to ensure that external causes U are held constant as much as
possible. They also investigate the effect of the type of users i they have stud-
ied (Xi) on the causal effect of the recommendation. In qualitative terms, they
recognize that a user’s clicking on a recommendation might be due to conve-
nience rather than the persuasive qualities of this particular recommendation.
Overall, they caution that their results are still an upper bound for the causal
effect of social influence, but a stricter one than under naive assumptions, and
acknowledge that their results may not readily generalize to the average Amazon
user, or to all Amazon product categories, or to other recommendation settings.

An example of how qualities of outcomes can be measured at a fine gran-
ularity and over time is presented in [2]. Here, the social influence from one
participants’ emotional state on another’s (effect of Yj,t−1 on Yi,t), in the setting
of face-to-face offline interactions, is measured using a mixed methodology of
infrared sociometric sensors (badges) and questionnaires. The authors measure
here many ‘directions’ of outcomes: not just mimetic (termed ‘attraction’), but
also neutral or negative (termed ‘inertia, repulsion and push’) at three points
per day. They also measure participants’ fixed personality traits Xi and Xj , but
do not measure other confounders, and are careful to clarify that their social
influence claims are correlational, not causal.

The offline controlled experiments in [30] offer useful examples of how to
design experiments, control for some confounders, and use varied types of ques-
tionnaires, and how to measure the ways in which the combination of causal
circumstances (U,F, Yj,t−1) affect the nature of the resulting outcome Yi,t. Here,
the goal is to empirically evaluate how different combinations of causal circum-
stances (particularly Yj,t−1, U) lead to different types of outcomes (termed ‘com-
pliance, identification and internalization’). Still, the broader external environ-
ment U (e.g. popular attitudes relevant to the topic of the focal message) and
the participants’ personal views (W ) remain unmeasured and so may introduce
confounding. Experimentally, the core of the argument (F ) is kept the same,
but the way it is framed (Yj,t−1) is varied. To measure the ‘magnitude’ of the
outcome, i.e. extent to which it was internalized and incorporated into i’s world-
view and value system, and its duration, questionnaires are used which include
open-ended questions, both soon after exposure to Yj,t−1 and some weeks after.

In summary, we have demonstrated how our causal framework and quali-
tative considerations can be used to help one position, assess and improve the
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claims they can make on social influence by ensuring they measure all relevant
confounders as much as possible and adjust for them. To demonstrate how this
might be achieved in practice, we have assessed the merits of practical attempts
at reducing confounding and at accounting for qualitative aspects, both in obser-
vational and experimental settings, whether online or in mixed online-offline
setups, covering quantitative and qualitative methods.

7 Conclusion and Future Work

Overall, we have proposed a methodological framework for assessing the causal
effect of social influence, covering the space of other types of causes that may lead
to an observed action (outcome), namely similarity of personal traits, traits of
the focal item, and external circumstances. We have shown that social influence
is confounded with each of these types of causes, using the formal rules of graph-
ical causal models and based on robust causal assumptions about what types
of causes might directly affect one’s actions, which stem from well-established
results from the social sciences literature. In merging computational rules with
social science-based causal assumptions, this framework offers a promising inter-
disciplinary methodology of the type that is much-needed in computational social
science. Drawing from social and computational disciplines, we then presented
some important characteristics of the observed outcomes and the causal vari-
ables, which affect the nature, form and extent of the claims one can make on
social influence. We then demonstrated how our causal framework and qualita-
tive considerations may be applied in practice, by using them to evaluate the
robustness of social influence estimates (how much confounding has been suc-
cessfully adjusted for, how much still remains, and what qualitative aspects have
been examined) from a set of diverse social influence studies from the social sci-
ence and computer science literature that employed a varied range of practical
methods.

As discussed, typical online social datasets do not adequately capture all rel-
evant confounding causes. So, in future work, in order to make robust causal
claims about social influence, we plan to apply our proposed framework to our
own online dataset, taking care to obtain data that is detailed enough in captur-
ing all relevant causes as much as possible. Further, it would be worth investi-
gating how to harness social science expertise to devise systematic methods for
identifying which specific causal variables for each type of cause are relevant in
a given setting and should be measured, and how this may vary across different
settings. Moreover, since the observed outcome (whose causes we aim to esti-
mate) reflects a possibly subjective decision made by a specific person, we note
that this person’s choice and interpretation of relevant causes might differ from
the investigator’s, so it may be worth accounting for this potential difference
using social science expertise (e.g. from social psychology).
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